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Abstract

Design and production preparation tasks for ships and offshore structures generate large sets of data  
providing every detail needed for planning, procurement, and production. Many different participants  
and systems  are  involved  in  this  very  dynamic  process  with  high  modification  rates.  There  is  a  
constant risk of errors being introduced.

We describe how a combination of state-of-the-art data retrieval and rule-based analysis techniques  
to validate engineering design and production data has been employed to reduce the risk of costly  
errors often uncovered very late in the production process. A rule based approach helps to protect  
customer know-how and provides a high degree of flexibility and sophistication. 
 

1. Introduction

The design and production of ships and offshore structures requires creation of large amounts of data 
which are used to define the engineering design and eventually help generate production data. It is a  
well known phenomenon that the cost of recovering from errors introduced early in the design process  
grows non-linear as production progresses. It is therefore quite useful to try to detect such errors as  
early as possible. 

The widespread use of software applications in design clearly has helped to reduce the frequency and 
mitigate  the  effects  of  traditional  “human”  error  introduced  during  design.  Nevertheless,  some 
categories of errors still remain, and, unavoidably,  additional possible sources of errors have been 
added. These are commonly encountered typical errors:

- software induced errors (e.g. failure to update values after changes, failure to save modifications)
- data transfer errors
- numerical precision issues
- incomplete data
- non-compliant design decisions (intentional or unintentional)
- wrong input or configuration
- missing or late information

An analysis of commonly encountered errors in different shipbuilding environments has shown that a 
major part of all errors remains undiscovered until production, tests, or even sea trials mainly because  
of  the  un-validated  transition  of  data  through  departments,  sub-contractors  and  other  partners 
involved. Explicit  validation however is very time-consuming and usually quite costly.  Therefore, 
validation is only performed when absolutely required or when quality issues are already known.

The research work described in this paper is based on the assumption that it should be possible to 
reduce  the  frequency  of  errors  due  to  constantly  applied  quality  validation  procedures  and  by  
shortening the feedback distance (between discovery and origin of an error). To reduce the cost and  
time needed, these validation procedures should be automated as much as possible. At the same time  
it should be practicable to apply validation after any process step as required.
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2. Sample Scenarios

The typical product development process for ships can be depicted in a simplified form as shown in  
figure 1. It shows the principal flow of information between stages like early design and detailed  
design. In addition to the pure data flow perspective there is the increased partitioning of the design  
tasks as the process moves from global design activities to more and more refined tasks. So, as a side 
effect, more and more parallel “threads” of activities are created, which are performed in a quasi-
concurrent mode (i.e. a mixture of sequential and parallel tasks). This also increases the potential for  
change requests being exchanged between those tasks, which always bear the risk of some part of the 
data becoming de-synchronized.

The easiest way to create a quality control structure is to install hand-over milestones. This is what  
traditionally is being done in the form of some internal/external approval process, e.g. by signing of a 
set of drawings or by receiving some sort of more or less formalized statement of approval, e.g. from 
an owner or a classification society.

It seems plausible to use exactly these milestones as initial QC checkpoints. Therefore the goal is to 
inject  a  computerized  QC step  just  ahead of  the  regular  approval  processes  as  well  as  to  inject  
additional QC steps around every data hand-over. In the case of subcontracted design, the QC step 
may occur before delivery (preformed by the subcontractor) as well as after receipt (performed by the  
customer).

In the longer run, the execution of QC steps should also be possible at any point during the execution  
of a design task up to the point where a designer may use this as a regular checking tool. Again, by 
detecting errors at  the earliest  point  in time leads to reduced rework within a single design task.  
Compared  to  system-embedded  QC  functions,  this  external  review  procedure  will  provide  the 
possibility of checking against other external data e.g. to verify correct interfaces.
 
Based on investigation of some real-world problems at shipyards, we have selected two scenarios that  
exemplify the quality control problem quite well.

2.1. Design data transfer from subcontractor to shipyard

Subcontracting of  engineering work has  been in  widespread use in  shipbuilding for  many years.  
Subcontracted work is a clearly identifiable point of data handover. It often results in CAD models,  
CAM data, drawings, part lists etc. Subcontractors will  usually be required to perform some pre-
delivery checking. Similarly, shipyard customers will perform some sort of checking after receiving  
the data from subcontractors. Due to the potentially complex mixture of data, this checking process  
can be very costly and may only be based on random samples.
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2.2. Release of production data to production 

This scenario is part of the mainstream shipyard data flow. Once design data (including production  
specific  information)  has  been  released  to  production,  any  further  change  or  correction  will  be 
potentially very costly. This is another critical data handover as the next stages of processing will  
produce large amount of derived information, creating a lot of dependencies on the original design 
data.

3. Validation Processes

All design processes include some sort of validation activity. Regularly, the current state of detail is 
communicated to project participants like owners, authorities, suppliers etc.  In engineering projects  
validation will occur in many ways, but most of these activities are traditionally driven by high level  
considerations like acceptance of product layout, features, and performance, compliance with rules  
and regulations, or to provide technical conditions and constraints to suppliers. In addition there has, 
however, always been a fairly substantial degree of process-internal checking, e.g. like reviewing,  
signing off, and publishing of drawings for design units like steel blocks, piping systems etc. 

To check the correctness and validate design or production data, it is necessary to have full access to  
the  detailed  data  resulting  from the  design  activities.  Usually  early  and  detailed  design  data  is  
produced in CAD systems. It is quite possible that a single design involves multiple design software 
systems, either to cover different phases of the design activities (like during early vs. detailed design) 
or due to organizational constraints,  e.g. different systems being used by different departments or 
subcontractors.  For  production preparation tasks,  a  wide range of  CAM systems  may be applied 
covering tasks like NC data generation, detailed scheduling, and work content estimation. Closely  
linked to this phase are production planning activities ranging from pure scheduling and resource  
planning to detailed production control tasks.

Usually, the execution of the validation process will occur by means of manual/interactive checking 
done by design staff/management or reviewers, either using the originating design system or working 
with  derived  information  like  drawings,  lists,  spreadsheets,  and  the  like.  This  way  of  checking 
addresses high level aspects like fulfilment of the requirements and specifications, compliance with  
approval,  corporate,  or  project-specific  rules,  or  application  of  best  practice.  At  the  same  time, 
reviews will be used to detect lower levels like modelling or drawing errors, but based mostly on 
random samples, experience, or by coincidence.

Increasingly, some of the more sophisticated applications like CAD systems are offering additional  
modules or functions to perform validation tasks within these systems. This helps to detect system-
specific design errors, once validation constraints or rules have been defined. It makes it possible to 
perform regular QC validation tasks in the current design context. However, the application of these 
validation tasks is limited to the specific system. This results in major limitations both regarding the 
scope of validation (no possibility to check data combinations from different  systems)  as well  as  
detecting data handover problems of any type.

Hence it is desirable to utilize automated methods to provide a better coverage of checking. For this  
type of automated validation it is a requirement to have access to all the data needed (which would in  
most  cases  originate  from  different  data  sources)  and  to  find  a  means  to  formulate  validation 
conditions/rules on a broad scale. 
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Automated validation may occur on many different levels:

- data correctness and consistency 
◦ data formatting/validity
◦ data sufficiency or completeness
◦ data consistency/inconsistency resolution

- design rules
◦ fundamental design rules (to ensure compliance with fundamental principles, e.g. no free-

floating parts, no collisions/intersections of rigid bodies)
◦ classification and statutory design rules (to avoid trivial/obvious deviation from authoritative 

regulations)
◦ corporate design rules 
◦ project-specific design rules

Data  correctness  and  consistency  checks  are  used  to  detect  data  corruption,  unintended  or  
unauthorized manipulation, or low level software errors. 

Checking design rules encompasses  the major  bulk of validation tasks.  Such rules require higher 
semantic expressivity than data correctness conditions.

In such a QC setting it should also be possible to work with different versions of data. This will help  
identify revision issues, allows discovering unexpected changes, and will provide historic information 
to track down the cause of such issues.  As the automated QC process can be rerun at any time,  
complete validation can be (re-)done many times, therefore guaranteeing complete checking against  
all defined rules.

4. A System Architecture for Automated Quality Control

To describe the system architecture  of  our  QC system,  we 
first  consider  the  QC process  before  discussing the system 
components  and  their  relationships  to  the  system 
environment.  The  process  can  be  structured  into  4  major 
steps, as shown in Figure 2.
 
The first step is data validation: to perform quality control of 
engineering data,  it  is key to work with data taken straight 
from the current revision of data intended to be used in further 
processing. For example, before handing over design data to 
production planning, a QC check would prevent errors from 
migrating  into  production  or  planning  data.  To accomplish 
this,  close integration is needed with those systems that are 
used to generate and/or maintain such design data. Integration 
in this context means that a most complete collection of the 
data should be accessible during the checking process. 

In the majority of cases it will  be necessary to collect data 
from different data sources which can use quite diverse data 
structures  to  represent  partially  similar  or  overlapping 
information,  creating  a  data  structure  set  combination  as 
depicted in figure 3.

The  data  validation  process  step  will  include  actions  to 
remove  duplicate  information,  to  consolidate  overlapping 
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information from different sources, and elimination of obsolete or invalid data. Data sanity checking 
at this level may lead to a premature finalization of the whole quality control process, e.g. if some  
data file has been substantially corrupted. 

The key task for the next step  data integration is the merging of different data sets into a single 
normalized data representation. Most importantly, it will also normalize the data structures such that 
following steps will be able to work with a single set of meta data, i.e. a single data model. 

Once the data has been integrated into a single data representation, the data analysis activities can be 
applied as the next step. These activities will primarily aim at (re-)constructing a fact base from the 
data available. Constructing a fact base can mean simple actions like selecting objects of interest from 
the integrated data set. For example, if a CAD structure with assemblies and parts has been provided,  
depending on the objective of the checking activity, only parts may be considered for checking. More  
complex activities would try to derive additional facts from existing data. A simple example would be 
to calculate the weight of a part based on the geometry and material properties provided. However, far  
more  complex  operations  may be  performed  at  this  stage.  This  can include the creation  of  new 
individual data items representing their own set of properties. For example, welding information may 
be inferred from part connectivity and edge preparation details. Derivation may actually be deferred in 
some cases, where the need to have this information available cannot be determined in advance and  
the computational effort is high.

Once the data preparation activity has been completed, a rule evaluation activity will be performed, 
to perform the full-scope quality validation. Rule based systems like JBOSS (2009) or FRIEDMAN-
HILL (2003)  provide a  number  of capabilities that  seem an excellent  fit  for  the quality checking  
problem: they use declarative rule formulations which do not require the user to pre-determine some  
flow of execution. Instead the user can focus on describing which conditions need to be matched in  
order to fulfil a certain rule. Rule definitions can be expanded over time by end users as needed,  
thereby allowing large systems to be built and maintained over time. This effectively means that a  
quality knowledge base can be established in an organization at a convenient pace. The result of the 
rule evaluations will be collected and processed to provide a report about the checking process result.

This process has been implemented in a system as shown in figure 4. The sample CAD and CAM 
applications are representing an existing design and planning environment. These systems are used 
without any modification.

To execute a QC process, only a few parameters need to be defined by the user:

• the set of original data sources and optional sub-selection filters (e.g. the steel block(s) or a  
outfitting module(s) to be checked), and
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• a collection of rules and/or rule sets to be used for checking needs to be selected to define the 
extent of checking (called a rule/rule set configuration).

 
The data validation and data integration steps are performed by different  publisher modules, which 
provide the capability to retrieve data from the specific target system (CAD 1, CAD2, CAM …). All  
these modules are implemented using the Topgallant® Adapter Framework , and convert the incoming 
data  according  to  a  single  normalized  data  model,  the  Topgallant® Enterprise  Reference 
Model (ERM), AES (2009). This data model is built on international and industry standards and forms 
a superset of the typical data models found in CAD, CAM, and planning systems, thereby capturing  
all  available  information,  ISO 214 (2004),  ISO 215 (2004),  ISO 216 (2004),  ISO 218 (2004),  
ISO 227 (2005). All further processing in the system will occur using this data model.

The normalized data representation is next processed in the data analysis step. To generate additional  
fact  data,  this  step is  directed by the requirements  of  the selected rule  set(s).  Every rule defines 
dependencies on specific types of facts exclusively via its condition clause (see sec. 7). It is therefore 
possible  to  activate  any  matching  fact-finding  algorithms  (i.e.  algorithms  which  will  potentially 
produce facts of the required type) based on these requirements. For example, a rule to check the  
compatibility of edge preparations on parts to be welded together will look for specific edge feature 
objects in the fact base. These edge feature objects may be constructed from geometrical properties of  
a part’s geometry.

Once the fact  base has been established,  the main  rule evaluation will  take place.  It  needs to be  
supported by a library of methods and algorithms, some of which may be computationally complex. 
These methods are collected in a toolbox library, which makes them available to rule definitions. For 
example,  geometry algorithms  like  area  or  volume  calculation,  transformations,  centre-of-gravity,  
shape  comparison  etc.  are  provided in  a  geometry  toolbox.  The toolbox mechanism needs to  be 
extensible to add more methods as needed. This provides the flexibility necessary to cover more and  
more topics with rules.
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A central foundation of the QC application will be a rule base, which can be created and/or expanded 
by the user/organization. Is essentially a database of rules organized into a hierarchy of rule sets. 

5. Data Integration and Data Fusion

During the data integration phase, a data warehouse approach is used to combine data from different  
sources  into  a  single,  normalized  representation,  thereby  eliminating  duplication  and  identifying  
conflicting data. This is accomplished by an ETL process (extract, transform, load) provided by the 
Topgallant® adapter framework. The integration step includes data quality checks and can therefore  
already lead to QC error reports, which will help to identify inconsistent data items that are required  
to be in sync. 

The storage mechanism used provides full support for versions of data items. It helps to identify data 
modification during all stages of the QC process and to include history records in the fact base and 
thus in the rule evaluation strategy. For example, unchanged, approved data may be exempted from 
some rules during future checking stages. The details depend, of course, on the actual dependencies of 
the rules.

The specific challenge during the data integration is the requirement to deal with “fuzzy” data. This  
effect can occur on all levels, the simpler examples being numerical round-off deviations. Therefore,  
for example, geometric analysis methods have been equipped with numerical tolerance parameters  
that can be modified dynamically during execution. This way it is possible to take into account the 
reduced numerical resolution of some data sources, without generating a large number of error reports  
due to more or less trivial numerical differences, which are generally acceptable. This approach can 
be  further  extended  to  deal  with  unavoidably  deviating  data  items  by  employing  data  fusion 
techniques like probabilistic indicators. In the system discussed here, resolution policies similar to the 
approach described in  ANOKHIN and MOHTO (2006) have been implemented. All data flagged as 
conflicting is sent through a fusion pipeline, in which a series of elimination steps is followed by a 
fusion step. The elimination steps will be used to remove duplicates or contradictory values based on  
a  selected  resolution  policy  like  selection  of  attribute  properties  like  version,  availability,  or 
minimum, maximum, average value. Since this will potentially still leave multiple values to select  
from (particularly if multiple attributes of a single data item are conflicting) the fusion step will then  
pick the final resolution value based on distribution parameters or selection patterns.

6. Data Mining Techniques

Data mining techniques have been developed over many years, primarily to “discover” implicit facts  
in large, fragmented data collections. The main application domain has been for systems used for  
administration, finance, or sales and marketing,  HAN and KAMBER (2006). Data mining is used to 
discover relationships and structures between data items that are not known in advance and are not  
expressed explicitly in the data model(s) being used in the target data store(s). Data mining thus has a 
close relationship to knowledge discovery or machine learning. It seems useful to apply techniques 
developed in this field to other areas like engineering data analysis.

In  the  context  of  a  QC application,  data  mining  is  particularly  useful  to  support  the  attempt  to 
re-establish links  and  relations  in  data  sets  that  are  expected  to  exist  (e.g.  due  to  technical  
requirements) but are not explicitly modelled anywhere in the available data. For example, a designer  
will have various design intent aspects in mind when defining a steel structure. While creating a CAD  
model of such a structure, a lot of that high level information will be lost and may not be documented  
in the stored data set but result in data elements like the actual geometric shape of parts that reflect a  
rather implicit  representation of the original intent.  Therefore data mining techniques may help to 
re-establish or derive facts from existing data that can be critical to validate the expected quality  
conditions.
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Data Mining involves a wide range of analysis methods with different degree of complexity.  The key  
method areas commonly used are various statistical analysis algorithms and pattern matching. Pattern 
matching is a very powerful mechanism particularly for discovery of associations between data items.
For example, based on a certain feature tree linked to a part, it is possible to assess facts about the  
connectivity between different parts. Similarly, geometry relationships will allow deriving spatial or  
topological associations, e.g. a part being located in a compartment, being attached to a wall etc. In  
the QC application we have also implemented a number of classification algorithms to determine  
specific assembly types like T-beam or Micro-panel based on associations. The system is therefore 
able to discover specific configurations which can then trigger suitable rule evaluations. Along the  
same lines, failure to discover such associations may also be a relevant input to rule evaluations.

Another interesting result of data analysis is the identification of outliers, which represent untypical 
data items. Outliers can be submitted to additional checking, as their occurrence frequency is expected 
to be low. Therefore the likelihood to detect a design error will be higher but it may be that the special  
properties are fully justifiable, which can be proven by additional rule checks.

Outliers detection is a result of cluster analysis applied to the data set. Discovery of clusters in data  
attribute distribution can provide a lot of additional insights – from the quite obvious geometrical  
interpretation (e.g. all parts of a bulkhead form a geometric cluster) to the more advanced uses like 
welding dimension control, where material thickness would be related to welding dimensions by a  
weighting function.

7. Rule Based Processing

Rule based systems are another technology commonly used for knowledge processing. The traditional 
architecture of a rule processing system involved the  fact base (also called working memory),  the 
rule base (also called production memory), and an 
inference  engine (also  called  rule  engine).  The 
system is configured by defining rules in the rule 
base,  e.g.  by using a  rule  editor  application.  To 
process  concrete  data  the  fact  base  needs  to  be 
initialized  by  inserting  data  items  e.g.  from 
external  systems  like  databases  or  modelling 
systems. While the engine is executing, new facts 
may  be  derived  and  inserted  into  the  working 
memory.

Rule processing systems differ from conventional 
programming logic as they are working based on 
declarative rules. This means that there is no fixed 
flow of processing (like: check this first, then do 
this, then do …). Instead, rules define conditions 
that are evaluated based on a scheduling algorithm 
implemented in the inference engine,  which will 
act upon fulfilment of conditions.

A rule is a relatively simple construct to describe a 
set of actions that should be applied if a specified 
set of conditions is matched by the facts found in the working memory. The basic structure of a rule 
looks like this:

rule “title” [<options>]
when <conditions>
then <actions>

end
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The when clause states conditions that need to be satisfied in order to fire the rule. Firing a rule will 
result in its actions list described in the then clause to be carried out. Actions can be anything, but 
typically they will either establish new facts or revoke invalided facts, or record some state, or send 
some message. As part of actions, any kind of computation may be performed.

Rules can be grouped in rule sets, which will provide a logical collection of rules. For example, some 
rules might be used to assert certain facts (thereby inserting newly constructed data items as derived  
facts in the working memory),  which 
will then in turn be subject to further 
rule evaluation. Rule set can again be 
included  in  other  rule  sets,  which 
subsequently  build  up  complete  rule 
set libraries (see figure 6).

It  is  also possible  that  rules  within a 
rule set  share  common resources like 
parameter settings among all rules in a 
rule  set.  Rule  sets  also  provide  a 
convenient  means  of  grouping  or 
classifying  rules  by  topic.  Rule  sets 
can  be  nested  to  any  depth,  which 
provides a flexible way of organizing a 
large collection of rules.

Having stated that rule systems are declarative, there are still situations where rule evaluation should 
follow some sort  of  sequence pattern.  For  example,  it  may be desirable  to  evaluate  light-weight  
checks first to improve overall performance. Or, it may be useful to define several processing stages  
that should not necessary overlap, as each stage may produce new findings (ending up as new facts in  
the fact base), which in turn would trigger re-evaluation of other rules, that may have been evaluated 
before. The solution to this is to assign a rule priority, which tells the system to prioritize rules with a  
higher  setting.  It  should  be  noted,  though,  that  the  priority  mechanism is  particularly  useful  for  
optimization, rather than bringing in procedural flow logic “through the back-door”.

8. Prototype Implementation

The QC application has been implemented as an interactive system that provides all  functions to  
establish a  rule  base,  load a  fact  base from different  connected data  sources  like  CAD or  CAM 
systems, and to perform data analysis and evaluation of a selected rule configuration.

As  described  above,  quality  control  rules  fall  into  different  categories.  Whilst  the  lower  level  
conditions  are  concerned  with  data  integrity  and  transmission  fault  detection,  and  are  therefore 
somewhat  static,  the  higher  level  design  rules  involve  a  great  deal  of  engineering  knowledge. 
Following the architecture described above a rule base needs to be built that reflects the different  
types engineering rules and constraints to be checked.  Most important is the fact that these rules often 
must  take into account corporate or project-specific rules that must  be enforced. Therefore, a QC 
environment has to provide users with the possibility to establish (i.e. define/write) such rules.

The figure 7 shows the rule editing view of the application. The tree display shows the structure of the 
rule set hierarchy and any rules contained in it. The form on the right hand side shows a sample rule  
as it is displayed during rule definition.

The editor component is required only when creating new rules or modifying existing ones. It can be 
disabled for workplaces that require quality checking but no rule development.
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The data retrieval sub-system consists of dynamically pluggable adapters. For the test environment,  
publishers for the Tribon® M3 Hull system, the Unigraphics® NX system, and AutoCAD® DXF have 
been used. In addition, output from the Alma act/cut automatic nesting system has been connected as 
a sample CAM application data source.

To access CAD data from a sample project, the system specific publisher view will provide access to  
the  CAD data  store,  providing navigation through the design structure.  By selecting parts  of  the 
structure (e.g. a block), all CAD data items in that structure will be included as input data.
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Once the fact base has been loaded, rule configurations can be selected and the checking procedure is  
performed using the “Check” function. Validation errors or warnings will be indicated in the tree, a  
summary of detected problems can be searched, and a more detailed report can be saved as a PDF or  
spreadsheet document.

9. Summary and Conclusion

The approach to validation and quality control for engineering and production data described in this 
paper  has  proven to  be  effective  and useful.  The  goals  defined  for  this  development  have  been 
reached.  The mechanism chosen for formulating rules for engineering data validation has a large 
potential. The brevity and conciseness of rule formulations is quite promising and can be even further 
developed to be highly domain oriented. The combination of computer science tools such as geometry  
processing or numerical analysis techniques applied to engineering with combined with data mining  
and business analytics tools on the business side will provide a platform for powerful validation tools. 

The essential prerequisites for applying such a technology are a well-established method of accessing 
a  wide  variety  of  data  sources  combined  with  the  data  integration  and  data  mining/analysis 
capabilities as described above. Only the fully attributed set of data items provides the platform for  
non-trivial checking tasks.

Further work is, of course, desirable. For example, the data analysis tasks can be further extended in 
deal better with uncertainty. The whole area of fact/knowledge discovery algorithms holds many more 
options for sophisticated processing of fuzzy data. Advanced user support for formulation of rule 
definitions is needed to lower the entry barrier and training effort needed. 

The integration of  external  validation actions  seems to be another  route  to  expansion.  Using the  
toolbox mechanism described, external heavy-weight verification tools like numerically more intense  
strength analysis, production simulation, or NC data processing simulation could provide powerful 
tools to verify produce-ability of designs.
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